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Introduction

Data science has been emerged as a well-defined 
multi-disciplinary field that comprises of 

statistics, computer science and machine learning 

methodologies enabled to learn optimized information 
can be inferred inside from the data (Hui et al., 2019; 
Igual and Segui, 2017). Data science deals with the 
massive amount of data by adding the methods from 
computer science to the repertoire of statistics (Cielen 
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et al., 2016). Similarly, Nelli (2015) defined machine 
learning algorithms as a most advanced mechanized 
procedures and tools of data science, which identified 
the true data patterns, trends, clusters and extract 
most apposite facts from data. The advancement in 
science and technologies leads to implementations of 
immense volume of agronomical constrains in various 
agricultural fields (Elavarasan and Vincent, 2021a, b). 
The optimization of machine learning algorithms 
has become a significant part for model deployment 
and got abundant attention of researchers being a 
core components of optimized machine learning 
algorithms for the massive amount of data (Sun et 
al., 2019). Machine learning (ML) algorithms has 
been categories as an advanced tool, being used for 
the prediction of agriculture production (Alagurajan 
and Vijayakumaran, 2020; Gonzalez Sanchez et al., 
2014; Yadav et al., 2020). An optimized crop model 
is foremost need of the time is to handle the food 
trepidations (Elavarasan and Vincent, 2021a; Jeong 
et al., 2016). Machine learning have the ability to 
learn and to develop its own programs, based on 
automated and improved experience learning process, 
and it is done with minimum human intervention 
with no explicit programming. Dangeti (2017) 
defined machine learning as a branch of data science, 
in which a model can learn automatically from the 
experiences based on data without exclusively being 
model like in statistical models. Over a period with 
more data, the model predictions will become more 
accurate. Sarkar et al. (2018) differentiated the typical 
workflow for traditional programming, paradigms 
and machine learning algorithms in Figure 1. In 
traditional programming paradigms, the programmer 
involves to input data instructions to computer to 
perform output for desired results while in machine 
learning paradigm both data and projected outputs is 
used to build the program (model) and then machine 
learning model used to make prediction from unseen 
dataset. 

Figure 1: Machine learning and traditional programming 
paradigms.

Figure 2 portrayed the comprehensive flowchart 
for the deployment of supervised machine learning 
algorithms using different approaches of hyper 
parametric models tunings (Islam, 2022). 

Figure 2: Comprehensive flowchart for supervised machine learning 
algorithms.

Its exigent need of the time is to develop an optimized 
model capable to predict the wheat productivity on 
the reliable statistics which would help us to attain 
the non-assurance and assurance of future food 
demand (Sharma et al., 2015). Islam and Shehzad 
(2022) presented the study on the large datasets for 
building the machine learning and statistical models 
for the wheat productivity in Pakistan based on cross-
sectional record. 

This study extended this research and presented the 
most optimized machine learning algorithms using 
K-Fold cross validations, a hyper parametric tuning 
approach for machine learning (ML) algorithms i.e. 
multiple linear regression model (MLR), decision 
tree regression (DTR) and random forest regression 
(RFR) capable to predict the wheat productivity well.

Materials and Methods

Study area and data collection
This study conducted in Punjab, which is 2nd largest 
province of Pakistan accounted 76% share in total 
wheat cultivated area (Islam, 2022). The administrative 
setup of Punjab comprises upon 09 divisions, 36 
districts and 145 tehsils. The 26,430 fields of wheat 
crop cut experiments (C.C.E) is taken from crop 
reporting service (CRS), Punjab for the year 2016-17 
to 2019-2020. Table 1 elaborated the variables used 
to get the most optimized models, able to predict the 
wheat productivity well. 
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Table 1: Identifications of features.
S. No. Agronomical quantitative features S. No. Binary categorical agronomical features
1 Fertilizer urea (kg/acre) 8 Seed treatment (no or yes)
2 Fertilizer DAP (kg/acre) 9 Soil type chikny loom (no or yes)
3 Other fertilizers (kg/acre) 10 Advanced varieties (no or yes)
4 No. of water/irrigations 11 Harvesting April, 1-20 (no or yes)
5 Seed quantity used (kg/acre) 12 Planting November (no or yes)
6 No. of pest sprayoperations 13 Land irrigated (no or yes)
7 No. of weeds spray operations 14 Farmers area >25 acres (no or yes) 

15 Seed type (un-certified or certified)

The experiment is performed using Scikit Learn 
(Sklean), a Python’s key library. Islam and Shehzad 
(2022), Islam et al. (2021) described the centroid 
clustering scheme and introduced the following new 
generated datasets (Table 2) with the aims to get the 
most optimized set of features for models, based on 
centralization of dataset at village, tehsils and district 
level datasets.

Table 2: Preparation (preprocessing) of datasets.
Datasets D2(village 

centroid)
D3 (tehsil 
centroid)

D4 (district 
centroid)

Sample points 6034 145 36 

Table 3: Datasets partition into train and test datasets.
Datasets sample points D1 D2 D3 D4
Train datasets 19822 4525 108 27
Test datasets 6608 1509 37 09

Data partition 
The train test split, a function of Scikit Learn (Sklean) 
library is applied for splitting the datasets into random 
partitions called train and test datasets. The train set 
is applied to learn and test set is applied to validate 
the model performance for unseen records. The 
randomizations train test split is carried out using the 
75% dataset as to train the models and 25 % dataset 
as to validate the models. Table 3 distinguished the 
dataset into train and test partitions.

Modified supervised machine learning algorithms
Modified supervised machine learning algorithms 
i.e multiple linear regression (MLR), decision tree 
regression (DTR) and random forest regression 
(RFR) are applied to liaison the relation between 
features and response variable (wheat productivity) 
for all the datasets to endeavor the relationship and to 

optimize the models performance. 

Hyper parametric tuning using k-fold cross-validations 
Cross validation hyper parametric tuning is a 
techniques applied to evaluate the performance skill 
of the model on new datasets. It is also called  re-
sampling procedure, out of sample testing or rotation 
estimations  of ML model performance used to 
assess the application of statistical  analysis will 
be  generalize  to an independent data set (Burman, 
1989). The ML model is generally partitions in train 
and test datasets against which the performance of ML 
model is evaluated for prediction of unseen dataset. A 
run of cross-validation takes the partitioning of data 
set into  complementary  subsets of train test split. 
The statistical analysis is performed for train subset 
and its validating is evaluated for the test subset. 
According to Berrar (2019), in cross-validation 
various rounds of data partitions into train test split 
are performed and the ML model validation results 
are averaged over the all rounds of cross-validations 
to assess the predictive performance of ML model. 
Over-fitting is a situation accrues when ML model 
have good accuracy for train data but poor accuracy 
for test data sets (Cawley and Talbot, 2010; Fushiki, 
2011). A good machine learning model is that which 
gain good accuracy for train datasets as well as for 
test datasets to avoid over-fitting. The K-fold cross 
validation is a method which generate the results 
on which we assessed that the performance of ML 
Model is not depend only on the one fold of train 
and test split. The available learning dataset is fold 
in k disjoint subsets equal size and the ML model 
is trained for k-1 subsets called train datasets, while 
other remaining subsets called validation set or test 
datasets, and the average performance is measured for 
different fold of train test split ( Jung, 2018). The 10 
fold is commonly applied in k fold cross-validation 
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and Figure 3, elaborate the flowchart mechanisms 
of kth fold cross validation hyper parametric model 
tuning criterion to get the optimized models. Let ĝ-k 
be the ML model trained kth

 subset of the learning set 
and ŷi = ĝ-k(xi) be the predicted value of the real class 
of yi on xi in the kth subset then K-fold cross validated 
error estimate Ê cv is measured as.

Figure 3: The K-Fold cross validation hyper parametric tuning.

Singh et al. (2017) applied K-Fold cross validation 
to predict the rice yield using machine learning 
approach and they found that it optimized the model 
performance. Similarly, Peng et al. (2017) used the 
K-Fold cross validations to predict the rice crop 
yield using machine learning approach and they 
reported it was performed best to evaluate the rice 
yield. Ghorbanzadeh et al. (2020) used K-Fold cross 
validation techniques to determine the gully erosion 
susceptibility mapping (GESM) and found it was best 
for optimization of model performance. Similarly, 
Peng et al. (2017) used the K-Fold cross validations 
to predict the rice crop yield using machine learning 
approach and they reported it was performed best to 
evaluate the rice yield. Haque et al. (2020) applied 
machine learning algorithms for crop yield analysis 
using K-Fold cross validations and they reported it 
performed well.

Heat plot map 
The heat plot map (heat map) is graphical visualization 
of datasets used to represent the individual values 
of the correlation matrix in colors scheme (Babicki 
et al., 2016; Wilkinson and Friendly, 2009). Heat 
maps make it easy to visualize the complex datasets 
concentration between two dimensions of a matrix. 
In heat plot map graphical presentation is divided 
into color coded rectangles or squares according to 
its correlation matrix values of the specific cell. In 

the current study the heat plot map is applied to 
explore the optimized datasets and to investigate the 
significance of correlation matrix for the response 
(wheat productivity) and features.

Evaluation metrics approach
The popular evaluations metrics (EM) using the 
performance score (R2) and error (RMSE) are 
applied to measures the machine learning models 
performances for both the train and test models. 
Lower value of error and higher the performance 
score support the good fit.

Data analysis
Heat plot map for different datasets: Figures 4 to 7 
shows the heat plot map for the variable of interest 
(wheat productivity) along with all features of interest 
to depict the importance of features in colure display 
matrix for D1 to D4. The correlation matrix has 
become strong and strongest as we advanced from 
D1 to D4. The significance of correlation matrix 
predictability of relation for the response and features 
are very strong for D3 and D4, while it’s low for D1 
and D2. The interpretability of wheat productivity 
models have become strong and strongest as we 
advanced from of features based on D1 to features 
based on D4.

Figure 4: Heat plot map of correlation matrix for D1.
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Figure 5: Heat plot map of correlation matrix for D2.

Figure 6: Heat plot map of correlation matrix for D3.

Figure 7: Heat plot map of correlation matrix for D4.

Modified machine learning models 
Table 4, shows the performance score and error for 
the machine learning algorithms i.e. MLR, DTR and 
RFR. For the D1, the R2 found as 0.266, 0.364 and 

0.380 for train models and 0.264, 0.323 and 0.345 
for test models, respectively for MLR, DTR and 
RFR. The RMSE found as 9.14 and 9.21 for MLR, 
8.51 and 8.82 for DTR, 8.40 and 8.68 for RFR, 
respectively for train and test models. For the D2, The 
RMSE found 7.65 and 8.09 for MLR, 7.22 and 7.82 
for DTR, 7.09 and 7.64 for RFR, respectively for train 
and test models. The R2 found as 0.289 and 0.285 for 
MLR, 0.366 and 0.331 for DTR, 0.388 and 0.362 for 
RFR, respectively for train and test models. For D3, 
the R2 found as 0.838 and 0.834 for MLR, 0.940 and 
0.731 for DTR, 0.948 and 0.786 for RFR and the 
RMSE reported as 3.15 and 3.34 for MLR, 1.92 and 
4.26 for DTR, 1.78 and 3.79 for RFR, respectively 
for train and test models. For the D4 the R2 found as 
0.932 and 0.655 for MLR, 0.987 and 0.741 for DTR, 
0.973 and 0.877 for RFR, respectively for train and 
test models. The RMSE reported as 1.95 and 3.31 
for MLR, 0.828 and 2.87 for DTR, 1.23 and 1.97 
for RFR, respectively for train and test models. These 
statistics portrayed that RFR performed good for D1 
to D3 as it contains good R2 with lowest error both 
for train and test models. For the D4 train models, 
RFR perfumed good R2 for train and test models. 
The error for DTR train models is lowest in D4 but 
for test models the RFR supersede the DTR to avoid 
over fit model. These results depict that on the whole 
RFR super performed than MLR and DTR for all 
the datasets. 

K-Fold cross-validations hyper parametric tuning for 
modified MLM models
The K-Fold cross-validation hyper-parametric tuning 
applied for the modified MLR, DTR and RFR 
in Table 5. For the D1, the smallest values of error 
found for K-Fold-8 as 8.92, 8.62 and 8.45, while the 
largest found for K-Fold-10 as 9.27, 8.90 and 8.72, 
respectively for MLR, DTR and RFR. For the D2, the 
smallest values of error reported for K-Fold-2 as 7.50, 
7.33 and 6.96, while the largest found for K-fold-10 as 
8.08, 8.00 and 7.75, respectively for MLR, DTR and 
RFR. For the D3, the smallest values of error found

Table 4: Integrating machine learning algorithms.
MLR (R2) DTR (R2) RFR (R2) MLR (RMSE) DTR (RMSE) RFR (RMSE)

D1 0.266 (0.264) 0.364 (0.323) 0.380 (0.345) 9.14 (9.21) 8.51 (8.82) 8.40 (8.68)
D2 0.289 (0.285) 0.366 (0.331) 0.388 (0.362) 7.65 (8.09) 7.22 (7.82) 7.09 (7.64)
D3 0.838 (0.834) 0.940 (0.731) 0.948 (0.786) 3.15 (3.34) 1.92 (4.26) 1.78 (3.79)
D4 0.932 (0.655) 0.987 (0.741) 0.973 (0.877) 1.95 (3.31) 0.828 (2.87) 1.23 (1.97)

Testing datasets values shows in parenthesis.
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Table 5: K-Fold Cross-validation study of error for modified MLR, DTR and RFR models.
MLRA Models K- fold 

division
K-fold 1 K-fold

2
K-fold
3

K-fold
4

K-fold
5

K fold
6

K fold
7

K-fold
8

K-fold
9

K-fold
10

Dataset-1 MLR 9.16 9.21 9.16 9.05 9.23 9.21 9.21 9.15 8.92 9.24 9.27
Data set-2 7.78 7.74 7.50 8.080 7.57 7.87 7.91 7.55 7.59 7.91 8.08
Data set-3 3.58 3.00 3.65 4.41 4.47 3.45 3.38 2.05 3.50 3.09 4.11
Data set-4 4.11 4.56 3.38 2.66 2.93 4.84 2.64 5.50 2.52 5.51 4.84
Dataset-1 DTR 8.81 8.88 8.77 8.74 8.83 8.81 8.80 8.84 8.62 8.87 8.90
Data set-2 7.59 7.50 7.33 7.73 7.38 7.46 7.85 7.65 7.46 7.50 8.0
Data set-3 3.29 3.75 2.46 3.91 3.04 3.98 3.64 2.04 2.33 3.03 4.24
Data set-4 3.99 2.42 1.85 1.2 4.57 1.83 3.99 6.29 4.61 3.86 6.37
Dataset-1 RFR 8.64 8.71 8.60 8.52 8.72 8.67 8.63 8.65 8.45 8.72 8.72
Data set-2 7.38 7.33 6.96 7.50 7.23 7.29 7.68 7.24 7.28 7.40 7.75
Data set-3 2.92 2.04 3.09 3.09 3.36 2.60 3.24 1.63 2.60 2.84 4.23
Data set-4 3.44 3.57 2.22 1.09 2.37 2.61 0.80 5.10 4.53 3.89 3.77

for K-Fold-7 as 2.05, 2.04 and 1.63, while the largest 
found as 4.47 against MLR for K-Fold-4 and 4.24, 
4.23 against DTR and RFR against K- Fold-10. For 
the D4, the smallest values of error found as 2.52 
against MLR for K-Fold-8, 1.20 against DTR for 
K-Fold-3 and 0.80 against RFR for K-Fold-6, while 
the largest values found as 6.37, 5.51 and 5.10 against 
DTR, MLR and RFR, respectively for K-Fold-10, 
K-Fold-9 and K-Fold-7. Comparing the lower values 
of RMSE for all the models, it is cleared by Figure 
8, that all error values found low for modified RFR, 
comparing with benchmark modified DTR and MLR 
for all the datasets (ErrorMLR > ErrorDTR > ErrorRFR).

Figure 8: K-Fold cross-validations for the modified machine 
learning models.

Results and Discussions 

The optimization of machine learning algorithms 
has got the prominent place in hierarchy of model 
deployments. Heat plot map are applied to study the 

significance of correlation matrix for the response 
and features for different datasets. The significance 
of correlation matrix found very strong for D3 and 
D4, while it’s low for D1 and D2. The predictively 
of models have become strong and strongest as we 
advanced from D1 to D4. Different modified machine 
learning models i.e. MLR, DTR and RFR are applied 
on different datasets and the results portrayed that 
RFR produced good R2 with lowest error both for 
train and test models. The RFR super performed for 
D4. The K-Fold cross-validations, a hyper parametric 
tuning are applied for modified MLR, DTR and 
RFR to optimize the models performance. The 
modified RFR is best model for the prediction of 
wheat productivity based on cross-sectional datasets 
using the centralization of datasets. It is also clarified 
that error getting low and lowest respectively from 
D1 have 26430 sample point to D2 have 6034 sample 
point, D3 have 145 sample point and D4 have only 
36 sample point, which shows that data preparation 
using centroid clustering improved the prediction 
capability of the all the supervised machine learning 
models. The results got best when we used D4 for 
RFR with the K fold-6 even though this dataset has 
only 36 records/rows/samples.

Conclusions and Recommendations

This study measures the efficacies of modified machine 
learning algorithms using multiple linear regression, 
decision tree regression and random forest regression 
models for wheat productivity. The original dataset of 
26430 (D1) crop cut experiment along with fifteen 
features is collected from the crop reporting service. 
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Three more generated datasets are used to optimize 
the model performance. The 75% data used to train 
the models and 25% used to test the models. The heat 
plot map shows very strong significance of correlation 
matrix for the response and features for D3 and D4, 
while it’s low for D1 and D2. The RFR successfully 
predicted the wheat productivity followed by DTR 
and MLR, respectively for D1, D2, D3 and D4, and 
D4 optimized the model performances. The hyper 
parametric K-Fold cross validation is applied to 
optimized the models performance for MLR, DTR 
and RFR with the aims to get the most optimized 
model. The results got best when we used D4 for 
RFR with the K fold-6. It is demonstrated that 
modified RFR provides superior performance as 
we advanced from D1 to D4. The advancement in 
science and technologies leads to implementations 
of immense volume data in various agricultural fields. 
The optimization of machine learning algorithms has 
got significant intentions of the researchers as true 
prediction model to handle the food security threat 
around the world. 
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